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Science as a system
get a job/

tenure

get media 
attention

high impact 
publications

get grant 
funding

more citations

increase h-index

sexy 
results 

cool, interesting, 
significant, “positive”. 

Hype, sell!

try lots 
of things, work 

way too 
much

pressure to 
publish 

due to temp. work 
contracts, expiring 

funding

hire way 
too many PhD 

students
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Can we use the scientific  
method to          check  
how well               Science 
works?

4



“What we really need is a control group for 
science – people who will behave exactly like 
scientists, doing experiments, publishing journals, 
and so on, but whose field of study is completely 
empty: one in which the null hypothesis is always 
true.

A control group for Science
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A control group for Science

Quote http://lesswrong.com/lw/1ib/parapsychology_the_control_group_for_science/

http://lesswrong.com/lw/1ib/parapsychology_the_control_group_for_science/


http://www.cc.com/video-clips/bhf8jv/the-colbert-report-time-traveling-porn---daryl-bem   
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A control group for Science
1. Nothing is pre-registered, extremely flexible study design and lax methods ensure statistical 

significance. Researcher is usually not intentionally committing fraud. 

2. p < .05 in several studies 

3. Top journal publishes study with senior author and attention-grabbing result 

4. Wild media attention (but closed-access, so most people can’t read paper) 

5. Top journal refuses to publish non-replication, two middling journals reject it (once after 
inviting Bem as reviewer) 

6. Unusually: Many statistical and methodological criticisms of Bem are blogged and published 

7. Unusually: media attention for the non-replications 

8. After all this criticism, Bem publishes a meta-analysis of 90 replications in 33 laboratories in 
14 countries. p < 1.2 * 10

-10
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The Prevalence of Questionable Research Practices 527

that the majority of research psychologists have engaged in 
practices such as selective reporting of studies (Item 6), not 
reporting all dependent measures (Item 1), collecting more 
data after determining whether the results were significant 
(Item 2), reporting unexpected findings as having been pre-
dicted (Item 8), and excluding data post hoc (Item 7).

These estimates are somewhat higher than estimates 
reported in previous research. For example, a meta-analysis of 
surveys—none of which provided incentives for truthful 
responding—found that, among scientists from a variety of 
disciplines, 9.5% of respondents admitted to having engaged 
in QRPs other than data falsification; the upper-boundary esti-
mate was 33.7% (Fanelli, 2009). In the present study, the mean 
self-admission rate in the BTS condition (excluding the data-
falsification item for comparability with Fanelli, 2009) was 
36.6%—higher than both of the meta-analysis estimates. 
Moreover, among participants in the BTS condition who com-
pleted the survey, 94.0% admitted to having engaged in at 
least one QRP (compared with 91.4% in the control 

condition). The self-admission rate in our control condition 
(33.0%) mirrored the upper-boundary estimate obtained in 
Fanelli’s meta-analysis (33.7%).

Response to a given item on our survey was predictive of 
responses to the other items: The survey items approximated a 
Guttman scale, meaning that an admission to a relatively rare 
behavior (e.g., falsifying data) usually implied that the respon-
dent had also engaged in more common behaviors. Among 
completed response sets, the coefficient of reproducibility—the 
average proportion of a person’s responses that can be repro-
duced by knowing the number of items to which he or she 
responded affirmatively—was .80 (high values indicate close 
agreement; items are considered to form a Guttman scale if 
reproducibility is .90 or higher; Guttman, 1974). This finding 
suggests that researchers’ engagement in or avoidance of spe-
cific QRPs is not completely idiosyncratic. It indicates that there 
is a rough consensus among researchers about the relative 
unethicality of the behaviors, but large variation in where 
researchers draw the line when it comes to their own behavior.

0

10

20

30

40

50

60

70

80

90

100

Fail
ing

 to
 R

ep
ort

 All

Dep
en

de
nt 

Mea
su

res

Coll
ec

tin
g M

ore
 D

ata
 Afte

r

See
ing

 W
he

the
r R

es
ult

s

Were
 Sign

ific
an

t

Fail
ing

 to
 R

ep
ort

 All

Con
dit

ion
s

Stop
pin

g D
ata

 C
oll

ec
tio

n A
fte

r

Ach
iev

ing
 th

e D
es

ire
d R

es
ult

Rou
nd

ing
 D

ow
n p

 Valu
es

Sele
cti

ve
ly 

Rep
ort

ing

Stud
ies

 Tha
t “W

ork
ed

”

Exc
lud

ing
 D

ata
 Afte

r L
oo

kin
g

at 
the

 Im
pa

ct 
of 

Doin
g S

o

Clai
ming

 to
 H

av
e P

red
ict

ed

an
 U

ne
xp

ec
ted

 Find
ing

Fals
ely

 C
lai

ming
 Tha

t

Res
ult

s A
re 

Una
ffe

cte
d b

y

Dem
og

rap
hic

s
Fals

ify
ing

 D
ata

Self-Admission Rate
Prevalence Estimate
Prevalence Estimate
Derived From
Admission Estimate

78%
72%

42% 36% 39%

67%

62% 54%

13%

9%

Pe
rc

en
ta

ge

Fig. 1. Results of the Bayesian-truth-serum condition in the main study. For each of the 10 items, the graph shows the self-admission rate, prevalence 
estimate, prevalence estimate derived from the admission estimate (i.e., self-admission rate/admission estimate), and geometric mean of these three 
percentages (numbers above the bars). See Table 1 for the complete text of the items.

 at SUB Goettingen on November 30, 2016pss.sagepub.comDownloaded from 

John et al. 2012

Bayesian truth serum
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“Everyone knew it was wrong, but they thought it 
was wrong the way it’s wrong to jaywalk. We 
decided to write 'False-Positive Psychology' when 
simulations revealed it was wrong the way it’s wrong 
to rob a bank.  
(Simmons, Nelson, & Simonsohn, 2017)
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False-Positive Psychology 3

pay. The researcher can test whether the manipulation affected 
liking, whether the manipulation affected willingness to pay, 
and whether the manipulation affected a combination of these 
two variables. The likelihood that one of these tests produces 
a significant result is at least somewhat higher than .05. We 
conducted 15,000 simulations of this scenario (and other sce-
narios) to estimate the size of “somewhat.”2

We report the results of our simulations in Table 1. The  
first row shows that flexibility in analyzing two dependent 
variables (correlated at r = .50) nearly doubles the probability 
of obtaining a false-positive finding.3

The second row of Table 1 shows the results of a researcher 
who collects 20 observations per condition and then tests for 
significance. If the result is significant, the researcher stops 
collecting data and reports the result. If the result is nonsignifi-
cant, the researcher collects 10 additional observations per 
condition, and then again tests for significance. This seem-
ingly small degree of freedom increases the false-positive rate 
by approximately 50%.

The third row of Table 1 shows the effect of flexibility in 
controlling for gender or for an interaction between gender 
and the independent variable.4 Such flexibility leads to a false-
positive rate of 11.7%. The fourth row of Table 1 shows that 
running three conditions (e.g., low, medium, high) and report-
ing the results for any two or all three (e.g., low vs. medium, 
low vs. high, medium vs. high, low vs. medium vs. high) gen-
erates a false-positive rate of 12.6%.

The bottom three rows of Table 1 show results for combi-
nations of the situations described in the top four rows, with 
the bottom row reporting the false-positive rate if the 
researcher uses all of these degrees of freedom, a practice 
that would lead to a stunning 61% false-positive rate! A 
researcher is more likely than not to falsely detect a signifi-
cant effect by just using these four common researcher 
degrees of freedom.

As high as these estimates are, they may actually be conser-
vative. We did not consider many other degrees of freedom 
that researchers commonly use, including testing and choos-
ing among more than two dependent variables (and the various 
ways to combine them), testing and choosing among more 
than one covariate (and the various ways to combine them), 
excluding subsets of participants or trials, flexibility in decid-
ing whether early data were part of a pilot study or part of the 
experiment proper, and so on.

A closer look at flexibility in sample size
Researchers often decide when to stop data collection on the 
basis of interim data analysis. Notably, a recent survey of 
behavioral scientists found that approximately 70% admitted 
to having done so (John, Loewenstein, & Prelec, 2011). In 
conversations with colleagues, we have learned that many 
believe this practice exerts no more than a trivial influence on 
false-positive rates.

Table 1. Likelihood of Obtaining a False-Positive Result

Significance level

Researcher degrees of freedom p < .1 p < .05 p < .01

Situation A: two dependent variables (r = .50) 17.8% 9.5% 2.2%
Situation B: addition of 10 more observations 

per cell
14.5% 7.7% 1.6%

Situation C: controlling for gender or interaction 
of gender with treatment

21.6% 11.7% 2.7%

Situation D: dropping (or not dropping) one of 
three conditions

23.2% 12.6% 2.8%

Combine Situations A and B 26.0% 14.4% 3.3%
Combine Situations A, B, and C 50.9% 30.9% 8.4%
Combine Situations A, B, C, and D 81.5% 60.7% 21.5%

Note: The table reports the percentage of 15,000 simulated samples in which at least one of a 
set of analyses was significant. Observations were drawn independently from a normal distribu-
tion. Baseline is a two-condition design with 20 observations per cell. Results for Situation A were 
obtained by conducting three t tests, one on each of two dependent variables and a third on the 
average of these two variables. Results for Situation B were obtained by conducting one t test after 
collecting 20 observations per cell and another after collecting an additional 10 observations per 
cell. Results for Situation C were obtained by conducting a t test, an analysis of covariance with a 
gender main effect, and an analysis of covariance with a gender interaction (each observation was 
assigned a 50% probability of being female). We report a significant effect if the effect of condition 
was significant in any of these analyses or if the Gender × Condition interaction was significant. 
Results for Situation D were obtained by conducting t tests for each of the three possible pairings 
of conditions and an ordinary least squares regression for the linear trend of all three conditions 
(coding: low =  –1, medium = 0, high = 1).

Simmons, Nelson, Simonsohn 2011

False-positive psychology
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Nature News 2016
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Other fields haven’t checked 
themselves so systematically
• only 49% out of 59 papers in economics could be 

reproduced with the same data & with help from the 
authors 

• 11% (6 out of 53) landmark studies in preclinical cancer 
research replicated 

• 45.2% of 25,927 finished pre-registered clinical trials 
are missing results (buried) 

• Neuroscience has a median statistical power of 18%
Begley & Ellis 2012 

Prinz et al. 2011 
https://trialstracker.ebmdatalab.net/  

Button et al. 2013 13
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In my studies I was taught
• “ego depletion” is a real thing 

• elderly priming makes you walk slow 

• power posing increases testosterone 

• facial expressions affect emotions 

• judges are less lenient when hungry 

• fish smell makes you suspicious 

• ovulation affects voting
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RESEARCH ARTICLE SUMMARY
◥

PSYCHOLOGY

Estimating the reproducibility of
psychological science
Open Science Collaboration*

INTRODUCTION: Reproducibility is a defin-
ing feature of science, but the extent to which
it characterizes current research is unknown.
Scientific claims should not gain credence
because of the status or authority of their
originator but by the replicability of their
supporting evidence. Even research of exem-
plary quality may have irreproducible empir-
ical findings because of random or systematic
error.

RATIONALE: There is concern about the rate
and predictors of reproducibility, but limited
evidence. Potentially problematic practices in-
clude selective reporting, selective analysis, and
insufficient specification of the conditions nec-
essary or sufficient to obtain the results. Direct
replication is the attempt to recreate the con-
ditions believed sufficient for obtaining a pre-

viously observed finding and is the means of
establishing reproducibility of a finding with
new data. We conducted a large-scale, collab-
orative effort to obtain an initial estimate of
the reproducibility of psychological science.

RESULTS:We conducted replications of 100
experimental and correlational studies pub-
lished in three psychology journals using high-
powered designs and original materials when
available. There is no single standard for eval-
uating replication success. Here, we evaluated
reproducibility using significance and P values,
effect sizes, subjective assessments of replica-
tion teams, and meta-analysis of effect sizes.
The mean effect size (r) of the replication ef-
fects (Mr = 0.197, SD = 0.257) was half the mag-
nitude of the mean effect size of the original
effects (Mr = 0.403, SD = 0.188), representing a

substantial decline.Ninety-sevenpercent of orig-
inal studies had significant results (P < .05).
Thirty-six percent of replications had signifi-

cant results; 47% of origi-
nal effect sizes were in the
95% confidence interval
of the replication effect
size; 39% of effects were
subjectively rated to have
replicated the original re-

sult; and if no bias in original results is as-
sumed, combining original and replication
results left 68% with statistically significant
effects. Correlational tests suggest that repli-
cation success was better predicted by the
strength of original evidence than by charac-
teristics of the original and replication teams.

CONCLUSION:No single indicator sufficient-
ly describes replication success, and the five
indicators examined here are not the only
ways to evaluate reproducibility. Nonetheless,
collectively these results offer a clear conclu-
sion: A large portion of replications produced
weaker evidence for the original findings de-
spite using materials provided by the original
authors, review in advance for methodologi-
cal fidelity, and high statistical power to detect
the original effect sizes. Moreover, correlational
evidence is consistent with the conclusion that
variation in the strength of initial evidence
(such as original P value) was more predictive
of replication success than variation in the
characteristics of the teams conducting the
research (such as experience and expertise).
The latter factors certainly can influence rep-
lication success, but they did not appear to do
so here.
Reproducibility is not well understood be-

cause the incentives for individual scientists
prioritize novelty over replication. Innova-
tion is the engine of discovery and is vital for
a productive, effective scientific enterprise.
However, innovative ideas become old news
fast. Journal reviewers and editors may dis-
miss a new test of a published idea as un-
original. The claim that “we already know this”
belies the uncertainty of scientific evidence.
Innovation points out paths that are possible;
replication points out paths that are likely;
progress relies on both. Replication can in-
crease certainty when findings are reproduced
and promote innovation when they are not.
This project provides accumulating evidence
for many findings in psychological research
and suggests that there is still more work to
do to verify whether we know what we think
we know.▪

RESEARCH

SCIENCE sciencemag.org 28 AUGUST 2015 • VOL 349 ISSUE 6251 943

The list of author affiliations is available in the full article online.
*Corresponding author. E-mail: nosek@virginia.edu
Cite this article as Open Science Collaboration, Science 349,
aac4716 (2015). DOI: 10.1126/science.aac4716

Original study effect size versus replication effect size (correlation coefficients). Diagonal
line represents replication effect size equal to original effect size. Dotted line represents replication
effect size of 0. Points below the dotted line were effects in the opposite direction of the original.
Density plots are separated by significant (blue) and nonsignificant (red) effects.

ON OUR WEB SITE
◥

Read the full article
at http://dx.doi.
org/10.1126/
science.aac4716
..................................................
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Transparency as a 
disinfectant

“Nullius in verba”, Take nobody’s word for it 
– motto of the Royal Society 
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What can we do?
• A lot! 

• as cogs in the system/incentive structure 

• as colleagues  

• as authors 

• as peer reviewers 

• as editors
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Incentive structure
• Transparency is not its own reward 

• It takes time, resources and it can turn exciting 
results boring 

• But: People will trust you more. 

• And: Think of it as future-proofing your research. 
Times are changing. Be ready.

19



As colleagues

• Form local open science initiatives (NOSI) 

• Join global initiatives: Society for the Improvement 
of Psychological Science

20
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As authors

22



As authors

cos.io/prereg/23



Registered Reports

52 journals and counting, e.g. Cortex, Nature Human Behaviour, 
Royal Society Open Science 

& talks with funders/dataset managers
cos.io/rr/24
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shamelessly stolen from Chris Chambers26
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shamelessly stolen from Chris Chambers28



As peer reviewers

• require transparency, reproducibility from authors 
(or a justification why not in the paper) 

• withhold review until this happens 

• 446 signatories

29



As peer reviewers

• can stay anonymous 

• to comment non-anonymously 
requires a publication 

• includes Pubmed Commons

• perform post-publication peer review 

• with your good name attached 

• visible in Pubmed 

• requires a publication in Pubmed

30



As colleagues
• Join the conversation or just “lurk” 

• on Twitter 

• on Facebook  
(Psychological Methods and Discussion Group, 
PsychMAP) 

• on the many, many blogs and podcasts
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As editors

• Implement Registered Reports 

• Adopt TOP (>2900 journals and orgs signed up)

cos.io/top
32
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Blog Roll
• andrewgelman.com - Columbia Bayesianischer Statistiker, schreibt fast jeden Tag, oft über die Krise 

• sometimesimwrong.typepad.com - Simine Vazire - Psychologin im Executive Committee der Society 
for Improving Psychological Science 

• slatestarcodex.com - Scott Alexander, über ihn unter anderem die Betrachtung der Wissenschaft mit 
Placebo-Kontrollgruppe 

• neuroskeptic.com - pseudonymer Blogger, nicht nur Neurowissenschaft, hat viele der 
Replikationskrisenthemen schon früh angeregt 

• deevybee.blogspot.com - Dorothy Bishop, eminente Verhaltensgenetikerin, Entwicklungspsychologin 

• https://www.facebook.com/groups/853552931365745/ - Psychological Methods Discussion Group 

• https://www.facebook.com/groups/psychmap/ - PsychMAP wie oben “lite” (moderiert für Tonfall) 

• http://the100.ci - The 100% Confidence Interval (Eigenwerbung) 

• Podcasts: Everything Hertz, The Black Goat

33
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Remaining problems
• Citation/attention bias 

• “Natural selection” of Bad Science  
(Smaldino & McElreath, 2016) 

• Peer review is unreliable, reviewers are overwhelmed 

• Lack of validity 

• Fraud 

• How not to overfit to data when preregistration impossible

34



Thank you!

Ruben C. Arslan       @_r_c_a  rubenarslan@gmail.com
link list: tiny.cc/opeblog: http://the100.ci 

35

mailto:rubenarslan@gmail.com
http://tiny.cc/ope
http://the100.ci

